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Reachability Analysis of Real-Time Systems Using
Time Petri Nets

Jiacun Wang, Yi DengMember, IEEEand Gang Xu

Abstract—Time Petri nets (TPNs) are a popular Petri net in the design and implementation of such systems. Petri nets,
model for specification and verification of real-time systems. for their ability to model these properties, become a suitable
A fundamental and most widely applied method for analyzing - ,qe| for modeling and analysis of this class of systems [3],

Petri nets is reachability analysis. The existing technique for .
reachability analysis of TPNs, however, is not suitable for timing [12]. Several extended models of Petri nets were proposed to

property verification because one cannot derive end-to-end delay deal with the timing issues [16]. These models include timed
in task execution, an important issue for time-critical systems, Petri nets [13], [20], stochastic timed Petri nets [7], and time
from the reachability tree constructed using the technique. In this  petri nets (TPNs) [11]. Among these models, TPNs are a most
paper, we present a new reachability based analysis technique for widely used model for real-time system specification and ver-

TPNs for timing property analysis and verification that effectivel . .
addresses theg Broglen{ Ou)r/ technique is based on a con():/ept'f'cat'on [3], [6], [15], [17], [18]. In TPNs, event synchroniza-

called clock-stamped state clag€S-class). With the reachability tion is represented in terms of a set of pre- and post-conditions
tree generated based on CS-classes, we can directly compute theassociated with each individual action of the modeled system,
end-to-end time delay in task execution. Moreover, a CS-class and timing constraints are expressed in terms of minimum and
can be uniquely mapped to a traditional state class based on maximum amount of time elapsing between the enabling and

which the conventional reachability tree is constructed. Therefore, th fi f h acti This all t t
our CS-class-based analysis technique is more general than the € execution of each action. This allows a compact representa-

existing technique. We show how to apply this technique to timing tion of the state space and an explicit modeling of concurrency
property verification of the TPN model of a command and control and parallelism.

(C2) system. A fundamental and most widely applied method for analyzing
Index Terms_Reachabi“ty anajysisy real-time systems’ Petri nets’ mOdels, ||ke f0r many Other fOI’ma| mOdels, iS reaCha-
real-time verification, time Petri nets. bility analysis. It permits the automatic translation of behavioral

specification models into a state transition graph made up of a
set of states, a set of actions, and a succession relation associ-
ating states through actions [3], [5]. This representation makes
REAL-TIME system is one whose logical correctnesgxplicit such properties as deadlock freedom and reachability
is based both on the correctness of the outputs and [@9], and allows the automatic verification of ordering relation-
their timeliness [8], [10]. It must satisfy explicit (bounded) reships among task execution times [4], [15].
sponse-time constraints or risk severe consequences, includingowever, the existing techniques for reachability analysis of
system failure. Consequently, a key requirement to real-tim#Ns is not well suited for dealing with the end-to-end timing
systems is the end-to-end delay in task execution, a criti¢ggsues that are critical to real-time systems. Reachability anal-
issue in the design and analysis of these time critical systegass of TPNs is currently based on the concept of state classes
[9], [14], [15]. This paper aims to address the timing propert], [3], a mechanism that groups time-dependent system states
analysis and verification of real-time systems. into equivalence sets in terms of the same discrete states char-
Real-time systems, such as aircraft navigation, command aiglerized by TPN markings, so as to reduce the state explosion
control, and power plant monitoring systems, are often reactigeoblem. A state class is composed of a marking and a firing
or embedded control systems that must constantly react to thgimain, which is defined as the union of the firing domains of
environment and interact among components within the syt states in the state class. The firing domain in a state class is
tems. Consequently, concurrency, resource sharing, synchesative to the moments at which transitions are enabled. How-
nization, and deadlock resolution are among essential isseger, the value of the time at which the transitions are enabled
is unknown. The problem with this relative-time firing domain
is that there is no clear way to calculate the end-to-end time
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a different way based on the obtained reachability tree [3]. In A stateof a TPN is a pais = (M, I) where
ensuing discussion, we refer to a state class used in[2rasa 1) A is a marking.
ditional state class. 2) Iis afiring interval set which is a vector of possible firing

In this paper, we present a new reachability analysis tech-  times. The number of entries in this vector is given by the
nique for TPN models that effectively addresses the problem  number of the transitions enabled by marking
described above. Our technique is based on a concept caliedtate is reached from the initial state by a given sequence
clock-stamped state clagSS-class), which not only groupsof firing times corresponding to a firing sequence. Since any
system states into compact representation of state classes&a¢hable marking may be reached from the initial marking by
also records the time, relative to the beginning of system exgifferent sequence of firing times corresponding to the same
cution, when such states are reached. In particular, a CS-clfiggg sequence, the state space may be infinite.
consists of three parts: 1) a marking that represents a logical state clas§2] of a TPN is an aggregated pseudostate asso-
state of the modeled system; 2) a “global” firing domain corresiated with a firing sequence, which represaitstates reach-
sponding to firing intervals, whose values are counted relatiggle from the initial state by firing all feasible firing values cor-
to the beginning of the net’s execution, of fithble transitions responding to the same firing sequence. A state class is a pair
in the state class; and (3) a clock stamp that corresponds to ¢the= (A, D) in which:
moment when the state class is reached with the clock value1) as is the marking of the class: all states in the class have
relative to the beginning of the execution. We present an algo-  the same marking;
rithm to construct the reachability tree of the TPN based onthe2) p is the firing domain of the class, which is defined as the
CS-class concept. With the reachability tree generated based on  ynion of the firing domain of all the states in the class.
CS-classes, we can straightforwardly compute the time span bea transitiont; is firable from classC = (M, D) if t; isen-
tween any two reachable CS-classes, thus the end-to-end tigpRedby marking2Z, and may fire before the minimum of all
delay in task execution. Moreover, a CS-class can be uniquelyT's related to all enabled transitions. For detailed firing rules
mapped into a traditional state class, but not vice versa. Thegee [2].
fore, the CS-class based analysis method is more general thafihe concept of state class helps generate reachability tree [2].
the traditional state class-based analysis method given in [2]in a state class, the firing domain is relative to the epoch when

The rest of the paper is organized as follows. In Section the marking of the class is reached, whose value is not known in
we present our CS-class based reachability analysis technithuereachability tree. Because of its relative domain, such a state
for TPN models. In Section lIll, we illustrate the application o€lass concept, however, cannot directly provide any information
this technique to timing property verification of the TPN modehbout time span between any two clasSesindC; whereC;
of a command and control (C2) system. Section IV concludean be reached from;. This is because linear addition of the
the paper. firing intervals of the transitions that lead the net from state class

C; to state clasg’; cannot result in the time span between the
II. TIMELINESS ANALYSIS OF TPN MODELS two state classes. Let us take the simple TPN shown in Fig. 1(a)
. . ) . o ) as an example. As we see, transitioh@ndt2 are concurrent,

In this section, we first give a brief introduction t0 TPN$;q starting from the initial state the net may take any time in in-
and the tradlthnal stat_e cla_ss concept. After pointing out the g [3, 5] to reach the markingZs: (0 0 1 1). Fig. 1(b) shows
problem associated with this concept, we proceed to presgif reachability tree based on classic state classes. There are
the formal definition of CS-class for TPNs and define transjy,o schedules leading the net to markifg; that are charac-
tion firing rules, which guide the construction of the reachaarized by firing sequenced#2 and#2¢1. Under the first firing
bility trees of TPNs based on CS-classes. We then show hehedulep,(t1) plus D, (¢2) gives[2, 7], and under the second
the reachability trees can be used for timing property analysisghedule D (¢2) plus D»(¢1) gives[3, 6]: none of the two re-

TPN. In addition, the following interval arithmetic will be usedsyits gives the correct time interval that leads the net from the
later: Let/; = [a1,b1] andl> = [a2,bo], With 0 < a; < b; < initial marking M, to Ms.

+o00. Then we defind; 4 I, to be the intervala; + az, b1 +bo] In the next section, we present the concept of CS-class that
andl; — I> to bef[a; — a2, b1 — bs]. leads us to solve the problem.
A. Time Petri Nets B. Clock Stamped State Classes
ATPN is atuple(P, T, B, I, My, SI) where A clock stamped state clag€S-class) is a 3-tupl€ =
1) P = {p1.ps,...,pm} is afinite nonempty set gflaces (M, D, ST) where
2) T = {t1,t2,...,t,} Is a finite nonempty set dfansi- 1) M is a marking.
tions 2) D is afiring domain i.e., a set of constraints on the
3) B: P xT — N isthebackward incidence function values of the time to fire for transitions enabled by current
4) F : T x P — N is theforward incidence function markingM . For an enabled transitidn, D(¢;) represents
5) My is theinitial marking. (P, T, B, F' and M, together its firing interval. LetEFT(t,) be the left bound oD (¢;)
define a Petri net.) (the earliest firing time) and F'T(¢;) be the right bound
6) Slis a mapping calledtatic interval V¢ € T, SI(t) = of D(¢;) (the latest firing time).

[SEFT(t), SLFT(t)], where SEFT(t) is the static ear- 3) STis the time stamp of the CS-class, which is a (global)
liest firing timeand SLFT(¢t) the static latest firing time time interval.
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pl p2 P2 t: [30, 50] Da
t: [10, 70]
tl: [2, 4] t2: [3, 5]
14
P \ s 110,30
p3 p4
t;: [40, 90] t,: [20, 40]
Fig. 2. Simple TPN model with concurrency, competence, and
@ synchronization.
Co: My: (1100)
Do: Do(tD)=[2, 4],
Do(t2)=[3, 5]. Let
tl \0 .
STyy1 = Di(ty). 3)
C:Mg(0110) CrM,: (1001)

Dy: Do(t1)=[0, 1]

A

Dy: Dy(t2)={0, 3]

.

2.1
Cyu:M;: (001 1)
D;: & 2.2
(b)

Fig. 1. (a) Simple TPN. (b) Reachability tree based on classic state classes. 2.3

As will be pointed out in Theorem 1, the transition firing
rules defined later will put meanings on the firing domdn
and the time stamfTas follows: 1) For an enabled transition
t;, D(t;) gives the global firing time interval of;, where by
“global” we mean the values are counted relative to the begin-
ning of the net's execution from the initial CS-claSg—the
initial CS-class is defined a5y = (Mo, Dy, STo) whereM is
the initial marking,D, contains all the static firing time inter-
vals of the transitions enabled &f,, and ST, = [0,0]; 2) ST
gives the global time delay interval in which the net runs from
the initial CS-clas€’; to current CS-clasé€’.

Now we consider the firing rules that guide the generation of
all reachable CS-classes of a TPN. An enabled transfiios
said to bdirable at CS-clas€’y, if EFTy(t;) < min{ LFTy(t;),

t; € E(Ch)}, whereE(C},) is the enable set &, Let Fr(Cy,)
be the set of firable transitions at CS-cldss and let

3.1)

3.2)

3.3)

MLFT(Cy) = min{ LFTy,(t;),t; € Fr(C)} (1)

Step 2) Calculate firing intervals of inherited firable transi-

tions in CS-Clas€’y41.
LetM;,, = M; — B(t;) and collect (inherited)
firable transitions af\/;_ ;.
Let Dry1 = Dy and delete fromDy4, all entries
whose corresponding transitions are disabled by
My,
For each inherited firable transitien (¢; # t;) at
M, let

EFTk+1(tj) = max(EFTk(tj), EFTk (tf)). (4)

Step 3) Calculate the firing intervals of new firable transi-

tions after firingt .
LetMyy1 = M, + F(ty) and collect new firable
transitions: they are firable d/;,, but not firable at
virtual markingM;, ;.
Add intoD;. entries that corresponding new firable
transitions atMy4+: if ¢; (¢; # ty) is a new firable
transition atMy.1, then

Dyt1(t;) = SI(Et;) + ST (5)
If ¢, is still firable ati,.4, after its own firing, let
Dk+1(tf) = S[(tf) 4+ STh41. (6)

Note that by Step 3.3), a transition that is still enabled after

) - o its own firing, is always treated as a newly enabled one. This
where MLFT(Cy,) defines the minimum of latest firing t'm(.essimplifies the treatment of states in which a transition has suf-

Sf all flr;?kztrapstltlglcs 'nFT(C’“_) iwﬁ d'.\t”ddef_th%lﬁr?ble t_rt§1n5|— ficient tokens in its input places to permit multiple firings. The
ions in F1(C’) into two groups: 1)nherited firable transitions treatment of this condition, usually referred torasltiple en-

that were firable b_efo_reOk is reached f.ir.]d 2pew fwgl_ale ablednes$?2], requires that multiple firing intervals be associ-
transitions that begin firable ai’. The firing of transition ated with a single transition and involves a number of semantic
ty € Fi(Cy) changes the CS-class @11. Let CS-class gy eties that are not relevant to the objective of this paper.
Cr = (M, Dy, 5Ti) andCiyr = (My1, Divr, SThr)- Example 1: Consider a simple TPN model, shown in Fig. 2.

1) Transition Firing Rules: o The initial CS-class i€y = (Mo, Do, STo) where
Step 1) Calculaté(¢;), the feasible firing intervals of the

firing transition¢;. It is achieved by shifting right
bound ofD(t ;) to MLFT(C}) while keeping its left
bound unchanged, i.e.,

STy = [0,0].
My=(110000)%,
Do = {Dy(t1): [30,50], Do(t2): [10,70],

Dots): [40,90]}.

Dy (ty) = [EFTx(t;), MLFT(Cy)]. 2
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ST, = [0,0]

141
STy=[30501| 100100 | C 673

[7)

t ST =[40, 50]

G| 011000

\ 1 h

000110 Jc, [ 001100 JCs 000110 ] 001100 | ¢
ST, =30, 70] 8Ts = [40,70] §Ts =130, 50] ST, = [40, 50]
v 5 vl sy vl
¢ (000001 000110 ]G 000001 ]Cio (000110 Jcu
STy=[40,100] ST, = [60, 110] STy = [40, 80] STy, = 160, 90]
wvis vis
000001 |Cp 000001 |Cy

STy, =[70, 140]

Fig. 3. Reachability tree of the TPN in Fig. 1.

Moreover, it follows fromDy that

MLFT(C()) min{EFTo(tl), EFTo(tQ), EFTo(tg)}

{50,70,90} = 50.

Firing ¢; will result in CS-clasg”;
follows from Step 1) that

(Ml,Dl, STl) Then it

ST, = [EFTy(t,), MLFT(Co)] = [30, 50].
And it follows from Step 2) that

M| =My — B(t;)=(100000)%.
D1(ty) = [max(EFTo(ts), EFTo(t1)), LFTo(t2)]
= [30, 70].
D (t3) = [max(EFTo(ts), EFTo(t1)), LFTo(t3)]
= [40,90].

Finally, it follows from Step 3) that
My, =M, +F(t))=(100100)7.

In My, there is no new enabled transition. Thus, we@get=
(Ml,Dl, ST1) as

STy = [30,50],
M;=(100100)%,
Dy = {D:(t2): [30,70], Dy(t5): [40,90]}.

Similarly at Cy, firing 2 will result in CS-classC,
(MQ,DQ, STQ), where

STy = [EFTy(t2), MLFT(Cy)] = [10, 50],
My = My — B(ts) + F(t2) = (01001 0)7,
Dy = {D(t1): [30,50]}.

$Ty3=[70, 120]

At Cy, firing ¢35 will result in CS-clas’s
where

(M3, D3, 5Ts)

STy = [40,50],
Ms=(011000)%,
D3 = {Ds(t;) = [40, 50]}.

Notice thatt, is enabled but not firable &t; because
EFTs(ty) = 60 > MLFT(C3) = 50.
At (1, firing t, results in CS-clas€'y (M., Dy, ST4) where

ST, = [30,70],
M, =(000110)7,
Dy = {Dy(t5): SI(t5) + ST, = [10,30] + [30, 70]
= [40,100]}.

Following this way, we can generate the reachability tree of the
example TPN, which is depicted in Fig. 3.

C. Timeliness Analysis of TPN Models

We have described the transition firing rules that guide the
evolution of CS-classes in Section II-B. Below, we are to show
the benefits that the new concept of state classes brings us. First,
Theorem 1 shows that what the firing domdihand the time
stampSTin a CS-class exactly stand for. Then, Corollary 1
shows what we can gain from the generation of the reachability
tree, and Theorem 2 shows the relationship between CS-classes
and traditional state classes. To facilitate our description, we de-
note the firing schedule that leads the TPN from initial state class
Cy to state clasg§’, by firing ¢q ¢1 ...t,_1 by

(Co,to)(Cr 1) .. (Cit) .. (Cret,t—1)C.

Theorem 1:Let C; = (M;, D,,ST;) be a reachable state
class fromCy = (My, Do, STy). Then
(C1) ST; is the global time (interval) when CS-clags
is visited
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(C2) Ift; € Fr(C;), thenD;(¢;) is the global firing time  after Ci41 is reached. SaD.11(¢;) is the global firing time
interval of¢;. interval of transitior; at state clas€’y1.
Proof: From the preconditions, we know there must be a Hence, the theorem holds. n
firing schedule starting witl’s and ending withC;, i.e., It is worth pointing out that the proof also shows the sound-
ness and completeness of the global time intelal. By
(Co,t0)(C1,t1) ... (Cim1,ti1) G soundness we mean that if sequengé; ...#_; fires, then

) . ) ) the current time must be ifiT;; by completeness we mean for
The proof of the theorem is carried out by inductionioRor  any timer in ST, it is possible to fire sequenceg ¢, ... %1,
the basis casg = 0), Cy is the initial class. Obviously we have:and end at time- and classC;. So ST; gives the exact global
1)vt; € Fi(Do), Do(t;) is exactly the static firing time interval time interval when CS-clasgs; is visited.

of t;, which is also the global firing time, and 3T, = [0, 0], Corollary 1: Let ¢; = (M;,D; ST;) and C; =
which is the arriving time of’,. Therefore, the assertion of the(Mj’ D,,ST,;) be two reachable CS-classes of a TPN
theorem holds fof = 0. . . whereC; is reachable fronT;. If Vt; € Fi(D;),t; is a newly
Now assume that the assertion holds fo k. Consider enapled transition, then the time span that the TPN runs from
i = k + 1. It follows from (2) and (3) that C; to C; is ST, — ST;.
Proof: Because all firable transitions &} are newly en-
STyyr = [EFTx(tx), MLFT(Cy,)]. () abled, the future behavior of the TPN starting fréfnis reached

. ) . . is independent of the history beforg is reached. Suppose
In (7), EFTy(ty) is the earliest global firing time ofy, and {4t if the TPN starts running from clag¥ at time 0, it will

MLFT(Cy), according to (1), is the minimum latest firing time, o5 clas<’; at global time intervalz,y]. Then we know
of all firable transitions inFr(Cy ), hence the actual latest globakp, 4t if the TPN starts running from clagg at timea, it will
firing time of #;. Therefore, 57}, is the global firing time yeach clase; at global time intervalz + a,y + a]. Futher-
interval oft,,. Because firing a transition takes no i1 more, f the TPN starts running from cla at time interval
is also the global arriving time of state claSg.1, which is g7 — [4 4], it will reach classC; at global time interval
reached by firing;.1 . S_O_ (C_l) IS proven. ST; = [min{z+a,z+0b}, max{y+a,y+b}| = [z +a,y+1].
Suppose that a ransitiaf is firable atCj.;. Now we prove  gecayse the time span that the TPN runs f@no C; is inde-

(C2) according to three different casestpf pendent of the starting time, it follows from Theorem 1 that the
Casel.?; is anewly enabled transition &fy11 andt; # tx.  time span gz, y], or ST; — ST; O
Yl J P

It follows from (1) and (7) that The conclusion of Corollary 1 can be directly used for time-

liness analysis. As mentioned in [15], the key issue of time-
D1 (t) liness analysis is to verify whether a marking can be reached
= SI(t;) + STht with timing constraints. Corollary 1 shows that the concept of
= [SEFT(t;) + EFTy(ty), SLFT(t;) + MLFT(Cy)] CS-classes helps establish quantitative timing relationship be-
tween any two reachable classes when creating the reachability
where, EF Ty, (#) is the earliest (global) arriving time of statetree.
classCy41, SEFT(t;) the static (relative) earliest firing time ~ Example 2: Let us go back to Fig. 2. Sinc&7, = [0,0],
whent; is enabled aCy.y1, S0 LEFT(t;) + EFTy(t;) is the the time span fron€y to Cy is ST, from Cy to Cyo is STho,
earliest global firing time of transition;; MLFT(Cy) is the from Co to Ci2 is ST12, and fromCy to C13 is ST:3. Suppose
latest (global) arriving time of state claé..1, SLFT(t;) the thatwe have atiming constraint that asks the absorbing marking
static (relative) latest firing time when is enabled a€)., 1, so (0000 1)*, in which classe€, C1g, C12, andC) 3 stay, must
SLFT(t;) + MLFT(C,) is the latest global firing time of tran- be reached within 150 time units from the initial marking, then

sitiont;. Therefore, D1 (¢;) is the global firing time interval we know that the constraint is satisfied. O
of ¢;. Example 3: Applying the CS-class reachability analysis
Case2.t; = ty. method to the TPN shown in Fig. 1, we get the reachability tree

Because we ignore multiple-enablednesst;sis viewed as as shown in Fig. 4. From the reachability tree we find that the
a new enabled transition aftf;. ;. Thus the conclusion drawn marking(0 0 1 1) can be reached froifi 1 0 0) via two firing

in Case 1 also applies to this case. sequencegtl, ¢2) (left branch) and¢2, ¢1) (right branch). The
Case3. ¢; is an inherited transition. time span via the first sequencdis4] and the second sequence
In this case, it follows fronBtep2 that [3,5]. Therefore, marking0 0 1 1) can be reached withii3, 5].
Obviously, it gives the correct end-to-end time delay. O
Diyy1(ty) = [max(EFT(t;), EF Ty (1)), LFTy(¢;)]. The next theorem shows that a CS-class can be uniquely

mapped into a traditional state class. It is an interesting prop-
According to the assumption made for < k, erty, because it reveals two facts: 1) CS-class-based analysis
[EFTw(tx)), LFTy(t;)] is the global firing time interval of method is as effective as the traditional method given in [2]
transitiont; at state clas€’x. The latest global firing time of; in constructing reachability tree, because no extra node is
at C41 should be the same as it is@jf; however, the earliest introduced in the tree; and 2) CS-class-based analysis method
global firing time of ¢; at Cy4+1 must take the larger value has all advantages that traditional state class based analysis
of EFT,(t;) and EFT.(t;), because, is supposed to fire method has gained.
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CoMg: (1100 according to the firing rules of traditional state classes, we have
STo =0, 0) Dy, (t5) = SI(t;). Therefore Dy, (t;) = Diya(t;)—SI(t).
Dot Do(th)=12, 4, Case2: ¢, is an inherited transition aty;, andt; is a new
Dol12)=03, 31 firable transition aC%. In this case, the relative firing time in-

‘t/ \tZ terval of transitiort s is [ESTxy1 — ESTw, LSTry1 — LSTw].

So, the relative earliest firing time of transitien at Cy. 4 is

ci I:T' (f[; L]O) o 1;4; (_1[2 211) max{EFT},(t;) — (LSTy1 — LST},),0}, and the relative latest
1 =les 2 =9 . . . . .
D Dy)=13, 5] D Dyth=(3, 4] firing time o_f transitiont; at Cy41 is LET,(t;) — (ESTy41 —
ESTy). It gives
tzl ltl
i1 (t) = max{EFT}(t;) — (LT — LSTy),0},
CaMg:(0011) Cs:Ms:(0011) N _
5 2.5 ST <54 LFT}(t;) — (ESTwy1 — EST)).
Dy =3 Ds: =

Case3: ¢; is an inherited transition at’x4;, andt; is an
inherited transition at”;,. In this case, no matter whet, is
reached, transitioty may fire at any time in the global interval
[max{EFTy(t;), ESTy}, MLFT(C, )], and leads the TPN to

Theorem 2:Let C andC’ be the CS-class set and the tra€’;, | at[ESTy 1, LSTy11]. S0, the relative firing time interval
ditional state class set of a given TPN model, respectively. Left transitionty is [max{ESTx+1 — ESTi41,0}, LSThi1 —
STy = [ESTy, LSTy] for Gy, = (M, Dy, ST) and suppose ESTy]. Then, the relative earliest firing time of transitiopat
that the firing of transitiort; leads the TPN fronCy t0 Cy41.  Ciyq isSmax{EFT}(t;) — (LSTk4+1 — ESTy), 0}, and the rel-
Then, for anyC}, € C, there is a corresponding,, € C’ such ative latest firing time of transition; at Cy41 is LFT},(t;) —

Fig. 4. Reachability tree of the TPN in Fig. 1 based on CS-state classes.

that [see (8) at the bottom of the page]. max{(ESTyy1 — ESTy),0}. It gives
Proof: We prove this theorem by checking CS-classes in
any given firable schedule r1(t;) = [max{ EFT;(t;) — (LSTx41 — ESTy),0},

LFT'k(tj) — max{(ESTy+1 — ESTy), 0}].
(Co,t0)(Ch, 1) .. (Ciyti) ...
O

by induction ori. For the basis casg = 0), Cp is the initial Example 4: Consider the TPN shown in Fig. 2 again. Ac-
CS-class”y = (Mo, Do, STy), whereM, is the initial marking, cording to Theorem 2 and based on the model's CS-class-based
D, contains all the static firing time intervals of the transitionseachability tree shown in Fig. 3, we can easily compute the tra-
enabled atM,, and STy, = [0,0]. Correspondingly, we have ditional state class-based reachability tree, which is shown in
C} = (M}, D), whereM{ is the initial marking,D}, contains Fig. 5. This traditional state class-based reachability tree can
all the static firing time intervals of the transitions enabled also be computed by the use of state class enumeration method
M{. Obviously, we havellj = My, andD|, = D,. Because givenin [2]. O
STy = [0,0], Dy = Do — STp. It satisfies (8). To facilitate the timeliness analysis of TPNs, we implemented

Now, assume that the assertion holds fox k. Consider a software tool named TPNm&a. The tool is coded in C++
i = k + 1. BecauseM/! = M; and same rules are used to infeand developed with UIM/X (professional edition), and presently
new markings in both traditional state class generation methaths on Solaris.
and CS-class generation method, so we rMLgrl = Mpy1.
Thus, for any transition; € Fr(Cy41) holdst; € Fr(Ci ).
We are going to prove the theorem in three cases.

Casel: ¢; is a new firable transition &t . It follows from In this section, we show the application of CS-class-based
(5) or (6) thatDy+1(t,;) = SI(t;) + STw+1; on the other hand, reachability analysis to the verification of timing properties of a

I1l. TIMING PROPERTYVERIFICATION OF AC2 SYSTEM

M}, = M.
Diy1(ty) = STk,
t; is a new firable transition &t} ;
’ o [max{EFT’k(tf) — (LSTk+1 — LSTk), 0}, LFT’k(tf) — (ESTk+1 — ESTk)],
R (t) = t; is an inherited transition &ty 1, andt; is a new firable transition afy;
[InaX{EFTk(tf) - (LSTk+1 - ESTk), 0}, LFTk(tf) - InaX{(ESTk+1 - LSTk), 0}],
t; is an inherited transition &%, andt; is an inherited transition &},

®)
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Do = {1:[30,50],

Ch

110000

D% ={#: [30,50],

10,60} €1

s
(000110 | (001100}
t5 | D%y = {5 [10, 30]} D% = {t4: (20, 40]}

I ts

: 110, 70},
t;: (40, 901}

011000

D5 = {1: [0, 101}

C5

001100 J ¢

t

v ;
(oo0o0110 ] ¢
o | D5 = t1s: 110, 300)

000001 J .

Fig. 5. Traditional reachability tree of the TPN in Fig. 2.

A
{ 000001 }
Ch

command and control (C2) system C2 system is a distributed
modularized system. It achieves mission success by executil
a set of generally accepted C2 functions in an asynchronot
manner. These functions include [Threat Detection, Threat
Discrimination, Identification and Tracking, Threatening As-

A
000001

’
ClO

D% = {15 [10, 30]) 'D’v= {24: [20, 401}

A
000110 JCu
Dy = {15 [10, 30}
4

A
000001 | c%

Is

Command and Control
Center

X

sessment, Battle Planning, Weapon-to-Target Assignment, E
gagement ControlandDamage Assessment
A simplified but typical structure of a tactic anti-air C2 system

with two levels of command and control centers is shown ir
Fig. 6, which consists of one first-level command center (in-

dicated agC2 Centey and two second-level command centers
(indicated asSub-Centers A pair of (C2 Center, Sub-Center)

Command and Control Command and Control
Sub-Center I Sub-Center IT
)\ 4 T A 4
Air Radar Fire Air Radar Fire
Group 1 UnitI Group I Unit IT

may be (division, regiment) or (brigade, battalion). They are ge
ographically dispersed due to environmental and survivability

——> : Information flow ey ;. Control flow

reasons, which contributes to the distributed architecture of C2

organization.

A. Requirements of the C2 System
The operation of the system is described as follows.

1) Each radar group is composed of three air radars and a

data processor. The specification is
Each radar senses air targets every 30 time units (TU).

cessor, which takes two to four TU.
The fused data are coded (taking two to four TU) and
sent to their corresponding sub-center (taking one to
two TU).
2) The C2 Center is composed of threeats two intelli-
gence seatand onedecision-making seafhe behavior
specification of this component is as follows:
The two intelligence seats communicate with the deci-
sion-making seat through a common memory.

and dispatched to the two intelligence seats. The two
actions together take one to two TU.

The two intelligence seats then do situation assessmen
based on these messages to achieve a relatively mor
precise situation figure (taking three to five TU), and

INotice that the timing data in this case study is artificial and does not reflect
actual data in a real system.

The data from the three air radars are fused at the pro-

The messages from three sub-centers are first copied

Fig. 6. Structure of a tactic anti-air C2 system.

then makethreatening assessmeimdependently for
each target and send the results to the decision-making
seat. The two actions together take three to five TU.
The decision-making seat works on a schemieatfie
planning (taking five to six TU). The result is sent to
the three sub-centers (taking one to two TU).
3) Each sub-center is composed of an intelligence seat and a
decision-making seat. The behavior specification of this
component is as follows.
The intelligence seat receives message from its radar
group and conductiarget discrimination, identifica-
tion andtracking and further conducthreatening as-
sessmenthen sends the result to the C2 center. It takes
two to three TU.
After receiving the scheme tfattle planningrom C2
center, the sub-center fuses it with related data in its
database (taking one to two TU) so as to form a de-
tailed scheme ofveapon-to-target assignmeftaking
five to seven TU). Then, the results are sent to fire units
(taking one to two TU).
4) The specification of a Fire Unit is as follows.
When the scheme afeapon-to-target assignmeat-
rives from its sub-center, it condu@sgagement con-

t
e
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trol (taking four to six TU) and sends fire command t&&C2.S1, SC1.RM, SC2.RM, SC1.Rl, SC1.SM, SC2.SM,

weapons (taking one to two TU). FU1.S, FU2.S, FUL.R, and FU2.R serve as communication
— Then, it conductslamage assessmeftaking five to ports of the components.

seven TU), and feed backs the assessment results to

its corresponding sub-center in time (taking one to twd. System Verification

. Tu). _ ) _ . The verification is driven by showing satisfaction of timing
In this example, we focus on timing requirements includingeqjirements, which is monitored during the construction of

(R1) The system reaction time, i.e., the time delay fromyachapility tree, and terminated as soon as the goal is reached.
a message regarding enemy intelligence being rgpis ayoids the generation of a complete reachability tree and
ceived by any subcenter to a fire command againgy,,q improves the efficiency.
the enemy being issued by a corresponding fire unit, |, tact we can use a submodel to analyze a timing require-
must be less than or equal to 45 time units. ment. The submodels used to analyze the four timing require-

(R2) Since a C2 system is a closed-loop system, a CQf{anys Jisted in Section I11-A are depicted in Figs. 8-11.
straint reflecting the time limitation for the feed- | ot ;5 take the analysis of requirement R3 as an example. The
back of damage assessment results should be jiia| marking A1, is shown at the bottom of the page. Define
cluded. This is captured by the requirement that th& ing A7, such that (see the second equation at the bottom of
time delay from a detailed firing assignment schemgq ha46). Applying reachability analysis described in Section I
made by a sub-center to the result of the damage %Sf\'/es the following CS-classes:
sessment referred to the execution of this scheme re-
ceived by the same sub-center must be less than or Co = (Mo, Dy, STp)
equal to 20 time units. o

(R3) Since the bottleneck for information processing is Mo = {C2C.R1,C2C.RP
often located in the C2 Center, the center is always Do = {Do(t101) = [1,2]},
asked to respond quickly. This is captured by the §To = [0,0];
requirement that the whole processing time for a Cy = (My,D1,ST))
group of messages from the three sub-centers must M, = {p101, p102
be less than or equal to 22 time units. ’

(R4) A C2 system is a real-time information processing Dy = {D1(tro2) = [4, 7], Di(tr0s) = [4,7]},

STy =11,2];

Cy = (Ma, D2, 5T5)

M, = {pl02, p103,

Dy = {Ds(t103) = [4, 7]},
STy =[4,7];

Cs = (Ms, D3, S5T3)

system. Obtaining targets’ information timely and
continuously is extremely important to win a war.
This is captured by the requirement that each Radar
Group outputs targets’ information periodically at a
period of 40 time units.
In order to simplify analysis, we also assume both sub-centers
have identical topology and timing properties, and all the two

fire units have identical topology and timing properties.

B. TPN Model of the C2 System

According to the structure and operation rules described
above, we build the system’s TPN model as shown in Fig. 7.
Table | gives its description. The TPN model is composed of
seven subnets, each of which corresponds to a component.
TranSitionStlg,tgl,t167t61,t23,t34,t56,t67, and tg7 Serve as
connectors among the components, and places RG1.MSG,
RG2.MSG, C2C.R1, C2C.R2, C2C.S1l, C2C.S2, SC1.Sl,

M3 = {pl01, p104,

D3 = {D3(t102) = [4, 7]},
STy = [4,7);

Cy= (M4,D4, ST4)

M, = {pl03, p104,

Dy ={Ds(t104) = [9,13]},
ST, =[4,7];

C. = (M., D, ST.)

C2C.R1 C2C.R2 p10l p102
My: 1 1 0 0

pl03 pl04 C2C.S1 C2C.S2

0 0 0 0

C2C.R1 C2C.R2 pl01 pl02
M,: 0 0 0 0

pl03 pl04 C2C.S1 C2C.S2

0 0 1 1
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Fig. 7. TPN model of the C2 system.
M. = {C2C.S1, C2C.Sp markings (see equation at the bottom of the page). However, the
D. =0, reachability set has the following properties: 1) places p201—
ST’ —[9,13] p207 are safe; 2) when each of transitigng , t202 andtsos

fires one time, a token is deposited in place RG1.MSG; and 3)
As we see, the time delay interval that the model takes to ma¥each of transitiongag; , t202 andtqgs firesn (n > 1) times,
from markingMy to M, is ST, — STo = [9,13]. Itimplies that » orn—1 tokens must have been deposited in place RG1.MSG.

the timing requirement R3 is proven satisfied. Based on these properties, it is easy to see that the net exhibits
Using the same technique, we can prove requirements R1 déinel same behavior from markirfd 1 1 0 0 0 0 ¢) to marking
R2 satisfied based on Figs. 8 and 9, respectively. (11100004+1)as frommarkingdl1 110000 j) to

Now, we consider requirement R4. Reachability analysisarking(111000035+1),¢> 1,5 > 1,4 # j. We can
shows that the TPN model dipicted in Fig. 11 has infiniteasily derive that the time for marking 1 1 00 0 1) to be

p201 p202 p203 p204 p205 p206 p207 RG1.MSG

My 1 1 1 0 0 0 0 1
Myy: 1 1 1 1 1 1 0 i i=0,1,2,...
Mayiqo: 1 1 1 0 0 0 1 i
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TABLE |
LEGEND FORFIG. 7

PLACE DESCRIPTION
pl101, p102 Ready for situation assessment
p103, pi04 Ready for fusion and combat planning

p201, p202, p203

Radar ready to sense air targets

p204, p205, p206

Radar data for fusion

p301

Waiting for evaluation of threat

p302 Intelligence seat available
p303 Waiting for decision-making of fire assignment
p401 Ready to send fire command
p402 Waiting for damage assessment
RG1.MSG Radar Group]1 ready to send target message to Sub-Center 1
SYS.R1 A message from Air Radar Group I arrived
SYS.F1 A combat command to Fire Unit I sent
SC1.51 Sub-Center I ready to send intelligence to Command and Control Center
SC1.RM Sub-Center I received command from Command and Control Center
SC1.SM Sub-Center I ready to send command to Fire Unit I
SC1.RI Sub-Center I received result of damage assessment from Fire Unit I
FU1.R Fire Unit I received command from Sub-Center I
FUL.S Fire Unit I ready to send result of damage assessment to Sub-Center I
C2C.R1 Command and Control Center received message from Sub-Center I
C2C.S1 Command and Control Center ready to send command to Sub-Center 1

TRANSITION DESCRIPTION TIMING INTERVAL
t101 Dispatch intelligence message to two staff seats [1,2]
1102, t103 Two staff seats conduct situation assessment [3, 5]
t104 Top commander seat conducts information fusion and combat planning [5, 61
1201, 202, t203 Radar senses [30, 30]
1204 Processor fuses data [2, 4]
1205 Processor codes fused data [1,2]
t301 Sub-Center I conducts target discrimination, identification and tracking [2, 3]
t302 Sub-Center I conducts threatening assessment [1,2]
t303 Sub-Center I conducts fire assignment [4, 6]
1401 Fire Unit I conducts engagement control [4, 6]
1402 Fire Unit I sends fire command [1,2]
1403 Fire Unit I conducts damage assessment 57

reached from the initial markingl 1 1 0 0 0 0) is [34,36]. CS-classes, we can straightforwardly compute the end-to-end
So the requirement R4 is satisfied. Now, all requirements aime delay in task execution. Moreover, a CS-class can be

verified.

IV. CONCLUSION

uniquely mapped to a traditional state class based on which
the conventional reachability tree is constructed. Therefore,
the CS-class-based analysis technique is more general than the
existing technigue. A command and control system is used as

A new reachability-based analysis technique for TPN &n example to show the timing property verification procedure.
presented. It is based on a concept called clock-stamped stat€urrently, we are working on a compositional timing property
class (CS-class). With the reachability tree generated basedverification technique, which helps to control the complexity of
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Fig. 8. Submodel for verifying requirement R1.

wot V'R 1401 p401 1402
SC1LSM @_»HO_HO—p O svsr [
oz O—H—O——
W03 s 1403 Pz (2]
Fig. 9. Submodel for verifying requirement R2. 13]
101 1102
C2CRI 1101 2 pwalm cacst [4]
@/' [5]
CcR2 C2C.82
plo2 103 plo4 [6]

Fig. 10. Submodel for verifying requirement R3.

[71
201

p204
p201
(8l
1202 205 p207

e > C——O—+0
e 205 RG1.MSG [9]
p203 206

1203
(10]

Fig. 11. Submodel for verifying requirement R4. [11]

large-scale real-time system analysis. We have developed a $64
of component-level reduction rules for TPNs in [17].
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